
Learning Discrete State Abstractions
With Deep Variational Inference

Discrete State Abstractions and Bisimulations
We are interested in working with states represented as images and 
encoding them as symbols. As an example, you can think of an agent 
controlling a robotic arm. It should learn symbols that represent different 
configurations of objects in the workspace, with focus on features relevant 
to the task it is solving.

Bisimulations are a particular type of state abstraction that preserves the 
underlying dynamics of the environment [1]. For instance, in a grid world 
where the agent receives a reward for visiting the right-most column, the 
row it is located in is irrelevant (Figure 1, left). Hence, we can find a 
bisimulation that reduces the number of states (Figure 1, right).

Planning in a Simple Manipulation Domain 
Learning Bisimulations
Our method learns bisimulations by predicting the state-action values and 
the transition dynamics of the environment. First, we encode an image into 
a continuous latent vector z, from which we then predict a state-action 
value y (Figure 2). The continuous embedding z is then compressed into a 
discrete state s̅.

We train this two-layer hierarchy of continuous and discrete encodings 
using the deep variational bottleneck method [2].

Playing Mini Atari Games
We use learned discrete state abstractions to represent policies of simple 
versions of Atari games [3]. DQN is a model-free baseline, Mean Q keeps 
state-action values for each of the 1000 found discrete states, and VI uses 
Value Iteration to plan in the discretized MDP. VI only works in Freeway, 
whereas Mean Q performs well in three out of four games.
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The first term encourages the model to predict state-action values y, and 
the second term is a loss for the transition model. Here, we encode a 
transition in the environment (s, a, s’) as a transition in the continuous latent 
space (z, a, z’) using the encoder q(z | s). Then, we model this latent 
transition with a Hidden Markov Model p(z, z’ | a). We treat the components 
of the HMM as the discrete states s̅. 

The HMM gives us discrete states and a transition model. If we specify the 
reward function over the discrete states, we get a discrete Markov Decision 
Process that simulates the larger ground MDP with image states.

We test our method in a four by four gridworld with objects of various shapes placed 
in the cells; an agent can pick and place them. We instantiate eight different tasks, 
such as stacking objects on top of each other or placing them in a row (Figure 5).

Our model is trained on one or two source tasks, and then we test its ability to plan for 
unseen tasks. To do that, we use the learned discrete MDP learned by the Hidden 
Markov Model, and specify a reward function over discrete states with a reward of one 
for the goal state of the new task.

The success rates for planning for different tasks are reported below. Our model with 
1k abstract states can solve tasks with two objects perfectly (e.g. 2S means stack of 
two objects). It reaches around 80 - 90% success rate for tasks with three objects and 
30 - 40% on 2&2S, which involves making two stacks of two objects.

The main limitation of bisimulation is that it enumerates each possible configuration of 
objects; hence, it scales poorly with the complexity of the task.
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