
Objective
We aim to learn abstractions for simple robotic manipulation 

tasks, such as the puck stacking task depicted in Figure 1, 

bottom. Abstractions can be create through partitioning. For 

instance, the puck stacking abstraction (Figure 1, top) partitions 

the continuous state space (Figure 1, bottom) into three blocks: 

“no stack, hand empty”, “no stack, puck in hand” and “stack of 2, 

hand empty”. However, state partition alone does not help as 

much because we still have thousands of actions for each state.

Hence, our abstractions should partition both the state and 

action spaces; they should also be learned online (i.e. from a 

stream of experience).

Methods
Our algorithm is based on the theory of Markov Decision 

Process (MDP) homomorphisms [1]. The main idea is to 

iteratively split the state-action space of the task until we arrive 

at a partition that captures all the important dynamics of the 

original problem. The splitting is accomplished through a fully 

convolutional network (Figure 1, left) that predicts the outcome 

of each action. The network is iteratively re-trained each time 

we split new state-action blocks.

The resulting state-action partition can be converted into a new, 

abstract, Markov Decision Process (e.g. Figure 1, top). We can 

then plan the optimal policy in the abstract MDP and map it to 

the original MDP.

Experiments
We test the learned abstractions in a pucks world domain 

(Figure 2). The abstractions are create for an initial task and 

then transferred to a new task. We measure the speed-up in 

learning given the abstractions (Table 1). The Options agent has 

an option (a temporally extended action, [2]) for reaching each 

abstract state from the original task (e.g. the three abstract states 

in Figure 1, top). It can execute these options at the start of the 

episode to reach a desirable state in the environment; the values 

of options are learned. Baseline is a deep Q-network and 

baseline, weight sharing is a deep Q-network initialized with 

the weights learned in the initial task.
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Figure 1: Abstraction of state and action space (left), fully convolutional network for state-block prediction (right).

Table 1: Abstraction transfer experiments in the pucks world domain; we measure the number of episodes required 
to learn the new task. Figure 2: Goal states of stacking pucks, building stairs and arranging a connected component.
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