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Introduction Invariant Slot Attention (ISA)

Can we discover meaningful representations
of objects inimages without supervision?
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ISA encodes and decodes objects . - encodes images into

relative to their poses and scales. set of slots.

e Slots compete over pixels.
e Equivariant to permutation of slots.
e Sensitive to absolute positions of pixels.
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2. Compute slot position and 3. Create relative
scale from attention masks.  coordinate grids.

Object-Centric Learning with Slot Attention. Locatello et al. NeurlPS 2020.

Conclusion

1. Slot attends to an
encoded image.

We compute positions, scales and optionally orientations from attention

masks. We then use these statistics to create relative coordinate grids in
each subsequent round of Slot Attention and in the Spatial Broadcast

Decoder. See the full model below:

Visualizations

ISA: Object Discovery with

Discovered soft segmentation masks and
Slot-Centric Reference Frames

slot reference frames:
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CNN Translation and Scale Invariant Reconstruction &
Image Encoder Invariant Slot Attention SB Decoder Emergent Segmentation

Limitations:

e Exact spatial symmetries are broken
by lighting, occlusions, etc.

e Difficult to fit complex real-world
data from scratch.

Quantitative Results

We measure segmentation accuracy (FG-ARI) on CLEVRTex (left) and
Waymo Open (right). SA: Slot Attention, ISA: Invariant Slot Attention (ours).
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Transformers.



